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Abstract

Much of our understanding of early sensory systems comes
from studies using artificial stimuli, such as white noise and
structured stimuli (e.g. bars, gratings, and flashes).
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