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Mouse visual cortex as a limited resource system that self-learns an ecologically-general representation
Aran Nayebi*, Nathan C.L. Kong*, Chengxu Zhuang, Justin L. Gardner, Anthony M. Norcia, Daniel L.K. Yamins 
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is representationally deep
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Mouse visual cortex is a general-purpose system utilizing

In contrast to the deep, high resolution, and task-specific
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1. Shallow Architecture:

2. Contrastive 
Task Loss:
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3. Low Resolution 
Data Stream:

and the primate ventral stream?

its limited resources to perform a variety of tasks in
novel environments.

primate visual system.

The naive application of standard supervised 
deep neural network models leads to poor quantitative 
match between the model and the mouse visual responses.
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