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- Aligning to “all human values” will not work (No Free Lunch)

Small value sets (lexicographically ordered) exist to bypass “no free lunch” 
limits to formally yield off-switch corrigibility

- Reward hacking is inevitable in large state spaces & bounded agents  
(so select important parts of the state space + mechanism design)
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What is Corrigibility? Definition

Nate Soares



Prior Corrigibility Proposals

Finite Penalty (Soares et al. 2015)

Utility Uncertainty (Hadfield-Mennel et al. 2016)

Any finite penalty can be outweighed 
by an unrestricted task reward; 
agent can also look for exotic 
loopholes in an underspecified 

Penalty to deceive or block 
shutdown

Agent has incentives to manipulate evidence to 
skew the posterior P (e.g. drugging humans to 
alter satisfaction reports), leaving shutdown 
resistance intact. Also depends on human 

rationality for favorable optimality guarantees.

All of these methods collapse to single utilities!

Utility Indifference (Armstrong 2015)

Neutralizes direct incentives, but: 
(i) fails S4 (won’t preserve 

shutdown behavior in 
successors) (ii) creates “manage-

the-news” incentives (agent 
precommits to pressing OFF in 

bad states)



Corrigibility No-Go for Single Reward Streams

Partially Observable Off-Switch 
Game (PO-OSG); Garber et al. 

AAAI ’25
Basically a formalization of the 
paperclip maximizer argument!

(most general version of off-switch game)



Our Lexicographic Approach

Environment signals 
(shutdown, tamper, task)



Our Lexicographic Approach



Corrigibility as an Single-Step Optimal Policy

With suitably chosen weight gaps, 
corrigibility can be shown to be an 

optimal policy for the assistant in the 
PO-OSG

This optimality is independent of human 
player’s policy



Net Human Benefit
Not all desired safety targets are independent of human policy, e.g. “shutdown 

instructability”

Ryan Carey Tom Everitt
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Net Human Benefit:

Intuition: optimal policy of our corrigible agent is 
shutdown instructable if the human overseer is 

vigilant, which gives net human benefit.

Intuition: non-vigilant human overseers can cause 
corrigibility to not be beneficial. Beneficial policies can be 
incorrigible by overriding off switch and taking an action 

that yields higher human utility.

Result 1: Corrigibility and Net Benefit 
are logically independent

Result 2: Under Vigilant overseers, 
Corrigibility gives rise to Net Benefit

This is all in single-step settings, 
what about multi-step 

guarantees?

What about when there is 
learning/planning error?



Multistep Guarantees Under Learning/Planning Error



What if the agent gets hacked?

There is no general safety filter that can decide if every agent & 
environment will be safe! (Halting Problem reduction)

Either restrict agent class (as we’re doing by specifying utilities), or rely 
on probabilistic guarantees under repeated audits



What if the agent gets hacked?

Hence, short horizons form a “decidable island” that’s both auditable 
and privacy-preserving: the safety check reveals nothing beyond the 

single bit “safe/unsafe” & keeps user info safe from verifier.

Idea: build a “decidable” 
island in a sea of 
undecidability



Takeaways
Lexicography gives the first formal guarantees of corrigibility in both 

single- & multi-step settings, avoiding the No-Free-Lunch barrier of full 
value alignment and the failure of prior single-utility proposals.

Corrigibility is no longer hazy & aspirational, but can be improved on 
now that it has a formalization. We should move away from single-utility 

objectives like we currently have in RLHF!

For example, corrigibility can serve as a “neutrally universal” core above 
the standard RLHF task reward, to avoid loss-of-control.

Failure probabilities under learning & planning error can now be 
quantified, and depend on the deployment scenario if they are 

acceptable.  

There is no general safety filter that can decide if every agent & 
environment will be safe. Instead, we should do repeated, polynomial 

time audits. 
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