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OpenAI Sora, 
February 2024

Q: What’s missing?

A:  Embodied agency & interaction.

Current AI Struggles to Understand the Physical World
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Why?
Animals & humans (currently) 
perform behaviors we’ve yet to 
engineer successfully in AI agents:
‣Prediction (requires world 
modeling) & planning (requires 
memory)

‣Adaptive motor control (requires 
embodiment)

 
‣Autonomy / online life-long 
learning (test-time reasoning is 
just the beginning: need to update 
the weights without forgetting 
everything!)

Why Reverse-Engineer Natural Intelligence?

The specific capabilities of humans & animals become our 
concrete engineering targets!
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2.
T = task loss = ecological niche/behavior

1.
A = architecture class = circuit neuroanatomy

3.
D = dataset = environment Sight

Touch

Hearing
Taste

Smell

4.
L = learning rule = natural selection +  synaptic plasticity
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D = data stream
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Contravariance Principle: The Harder the Task, the Less Solutions!

Rosa Cao

Daniel Yamins
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“Nothing in biology makes sense in light of evolution.”
- Theo Dobzhansky

“Nothing in the brain makes sense except in the light of behavior.”
- Gordon M. Shepherd

Our (slightly) modified credo:
“Nothing in (computational) neuroscience makes sense except in 

light of task-optimization.”
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Artificial Neural Network

Task-Optimized Modeling Approach

Design ML Algorithms Optimized to Perform Organism’s 
Behavior under Organism’s Constraints

Principles of Why Neural Responses Are As They Are
AND

Quantitatively Accurate & Practically Useful Brain Models
Yields: Brain

But what even counts as good here?
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Whole brain. . .

International Brain Laboratory 2022

Q: How are we going to make sense of all this data?

A:  Build embodied agents & check if their internals 
pass the NeuroAI Turing test on whole-brain data.

. . . awake, behaving animals

How to Reverse-Engineer Natural Intelligence?
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Contrastive learning tasks

High-level idea of these methods: make the representations 
non-trivially robust to data augmentations

(somewhat inspired by how we “sample” the world via head 
motion)

Training Input

MLP Further

CNN
Embedding

CNN

Closer

FurtherMLP

CNN: Convolutional Neural Network, MLP: Multi-Layer Perceptron

Encoder
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V1 data from Cadena et al.  Deep convolutional models improve predictions of macaque V1 responses to natural images PLoS Comp. Bio., (2019)

V4 & IT data from Majaj et al.  Simple Learned Weighted Sums of Inferior Temporal Neuronal Firing Rates Accurately Predict Human Core Object Recognition Performance J. Neurosci. (2015)

https://journals.plos.org/ploscompbiol/article?rev=2&id=10.1371/journal.pcbi.1006897
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Quantitatively accurate self-supervised model 
of a higher brain area.

Zhuang C, Yan S, Nayebi A, Schrimpf M, Frank M, DiCarlo JJ, & Yamins D (2021). 
Unsupervised Neural Network Models of the Ventral Visual Stream. (PNAS)
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Can we do even better than 
categorization in other species?

Chengxu
Zhuang



A. Nayebi*, N.C.L. Kong*, C. Zhuang, J.L. Gardner, A.M. Norcia, D.L.K. Yamins
Mouse visual cortex as a limited resource system that self-learns an ecologically-general representation. 

PLOS Computational Biology 2023

Nathan C.L. Kong*
Chengxu Zhuang Justin L. Gardner

Anthony M. Norcia Daniel Yamins

Mouse Visual Cortex as a Task-General, Limited Resource System
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Contrastive Models Better Match Mouse Visual Cortex

V1

IT
V2

V4

Primates Mouse?

Mouse vision is less 
hierarchical!

What is the ecological reason why the mouse visual system prefers self-supervision?
Hypothesis: task-generality rather than functional specialization.

~90% of the 
NeuroAI 

Turing Test 
for this 
dataset
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High degree-of-freedom body (38/74 controllable degrees), keeping track of history 
over long timescales with high-dimensional, continuous inputs

Bence Ölveczky



Contrastive Models Yield Better Transfer Performance
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What about 
other sensory 

modalities 
beyond 
vision?



Tactile Processing

Trinity Chung* Yuchen Shen* Nathan C.L. Kong

To appear as a NeurIPS 2025 Oral!
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manipulating occluded and OOD 
objects

• Tactile hardware & sim is getting better!

• Tactile perception is still considerably 
under-explored in both neuroscience 
and robotics

• Many current tactile models are vision-
based instead of force/torque-based

Trinity’s search on arxiv...

# of tactile 

# of vision 

(both in the last 12 months)

We hypothesize that model 
architectures that mimics brain-like 
processing will yield better 
performance for tactile data.

e.g. UniTouch & Sparsh is trained on 
vision-based tactile sensors like 
Gelsight and DIGIT

https://arxiv.org/abs/2410.24090https://arxiv.org/abs/2305.00596
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Neural Evaluation: Results
inter-animal max1.34

• We’ve nearly passed the NeuroAI Turing Test, for this dataset at least
• Need more stimuli to evaluate with!

• ConvRNNs outperform feedforward/SSMs on realistic tactile 
recognition

• ConvRNNs best match neural responses in mouse barrel cortex

• Contrastive SSL matches supervised neural alignment, possibly 
suggesting a general-purpose representation in the somatosensory 
cortex (needs more neural data to explore this!)

Maximal NeuroAI Turing Test
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A. Nayebi, R. Rajalingham, M. Jazayeri, G.R. Yang
Neural foundations of mental simulation: future prediction of latent representations on dynamic scenes. 

NeurIPS 2023 (spotlight)

Rishi Rajalingham Mehrdad Jazayeri Guangyu Robert Yang

Reusable Latent Representations for Primate Mental Simulation



              Visually-Grounded Mental Simulation



              Visually-Grounded Mental Simulation



Infer: 
Has this ice 
block been 
out longer?

              Visually-Grounded Mental Simulation



Infer: 
Has this ice 
block been 
out longer?

              Visually-Grounded Mental Simulation



Infer: 
Has this ice 
block been 
out longer?

Predict:
Will this box 
support me?

              Visually-Grounded Mental Simulation



Plan:
How would I 
take these 
hats off the 

rack?

Infer: 
Has this ice 
block been 
out longer?

Predict:
Will this box 
support me?

              Visually-Grounded Mental Simulation



Plan:
How would I 
take these 
hats off the 

rack?

Predict:
Will this box 
support me?

Infer: 
Has this ice 
block been 
out longer?

              Visually-Grounded Mental Simulation



Plan:
How would I 
take these 
hats off the 

rack?

Predict:
Will this box 
support me?

Infer: 
Has this ice 
block been 
out longer?

              Visually-Grounded Mental Simulation



Plan:
How would I 
take these 
hats off the 

rack?

Predict:
Will this box 
support me?

Infer: 
Has this ice 
block been 
out longer?

              Visually-Grounded Mental Simulation



Plan:
How would I 
take these 
hats off the 

rack?

Predict:
Will this box 
support me?

Infer: 
Has this ice 
block been 
out longer?

              Visually-Grounded Mental Simulation



              Visually-Grounded Mental Simulation

Neurobiological Puzzle: 
What are the functional constraints that 

enable us to predict the future state of our 
environment across diverse settings?



              Visually-Grounded Mental Simulation

Neurobiological Puzzle: 
What are the functional constraints that 

enable us to predict the future state of our 
environment across diverse settings?



Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Overall Approach: Sensory-Cognitive Hypotheses



Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Overall Approach: Sensory-Cognitive Hypotheses



Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Overall Approach: Sensory-Cognitive Hypotheses



Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Latent Future Prediction

Learn a partial, implicit representation of the physical world by 
performing a challenging vision task (“foundation model”)



Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Latent Future Prediction

Learn a partial, implicit representation of the physical world by 
performing a challenging vision task (“foundation model”)

Leverage these dynamics to do explicit future prediction



Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Latent Future Prediction

Learn a partial, implicit representation of the physical world by 
performing a challenging vision task (“foundation model”)

What vision task?

Leverage these dynamics to do explicit future prediction



Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

Latent Future Prediction

Learn a partial, implicit representation of the physical world by 
performing a challenging vision task (“foundation model”)

What vision task?

Leverage these dynamics to do explicit future prediction

We do far more than engage with static images!



Video Foundation Models

Grauman et al. 2022



Video Foundation Models

Grauman et al. 2022



Video Foundation Models

Grauman et al. 2022

<latexit sha1_base64="hiyjsdTmO0jUoSD7/P/Ttn2GG/Y=">AAADK3icnVJLb9QwEHbCo2V5beHIxWKFVASskqpqOZZy4VgE21ba7Ea2M9madR6yJ7SLlf/Dhb/CAQ48xJX/gZPmsHS5lJEsfTPffDO2Z3ippMEg+OH5V65eu762fqN389btO3f7G/cOTVFpASNRqEIfc2ZAyRxGKFHBcamBZVzBEZ+/bPij96CNLPK3uChhkrFZLlMpGLpQvOG9eEYjU2Wx5TSSOd2vaaSKGY1SzYSFqY0KJ+fOARtlDE8EU/ZNvdlintoPdSyn/Cld8t9N+ePaCRHO0DJEp8XaWVvtEiXoE/pf/efL/TWUoFzzyxU7lQmgVEmX1lItt1q47sX9QTAMWqOrIOzAgHR2EPe/REkhqgxyFIoZMw6DEieWaZRCQd2LKgMlE3M2g7GDOcvATGw765o+cpGEpoV2J0faRpcVlmXGLDLuMpurm4tcE/wXN64wfT6xMi8rhFycN0orRbGgzeLQRGoQqBYOMKGluysVJ6wZrluv5hPCi09eBYdbw3BnuPN6e7C3333HOnlAHpJNEpJdskdekQMyIsL76H32vnnf/U/+V/+n/+s81fc6zX3yl/m//wBjAg3D</latexit>

�
X

b2B

log
e

attractz }| {
S(zbi , zbj)

eS(zb
i ,z

b
j) + e

repelz }| {
S(zbi , zbk) + e

repelz }| {
S(zbi ,ezbi )

<latexit sha1_base64="PltuvWjZ1bgDZarU6lGrsdyuXKM=">AAACBHicbVA9SwNBEN2LXzF+nVqmWQyCVbgTiTZC0MbCIoL5gCSEvc0mWbK3e+zOBcKRwsa/YmOhiK0/ws5/415yhUYfDDzem2FmXhAJbsDzvpzcyura+kZ+s7C1vbO75+4fNIyKNWV1qoTSrYAYJrhkdeAgWCvSjISBYM1gfJ36zQnThit5D9OIdUMylHzAKQEr9dxiJyQwokQkt7NeQpUETQzwCZvhy55b8sreHPgv8TNSQhlqPfez01c0DpkEKogxbd+LoJsQDZwKNit0YsMiQsdkyNqWShIy003mT8zwsVX6eKC0LQl4rv6cSEhozDQMbGd6sln2UvE/rx3D4KKbcBnFwCRdLBrEAoPCaSK4zzWjIKaWEKq5vRXTEdGEgs2tYEPwl1/+SxqnZb9SrtydlapXWRx5VERH6AT56BxV0Q2qoTqi6AE9oRf06jw6z86b875ozTnZzCH6BefjG3wImKQ=</latexit>

Lcontrastive =

<latexit sha1_base64="DXjYvFnQXUmF9m/I5Qe3EEAmctk=">AAACBnicbZDLSsNAFIYn9VbrLepShMEiuJCSiFRxUUrd2F0Fe4E0hsl02k47uTAzEUrIyo2v4saFIm59Bne+jdM0C239YeDjP+dw5vxuyKiQhvGt5ZaWV1bX8uuFjc2t7R19d68lgohj0sQBC3jHRYIw6pOmpJKRTsgJ8lxG2u74elpvPxAuaODfyUlIbA8NfNqnGEllOfqhVXfoKaw78ahCkxTGlVFi38fmVS1x9KJRMlLBRTAzKIJMDUf/6vYCHHnEl5ghISzTCKUdIy4pZiQpdCNBQoTHaEAshT7yiLDj9IwEHiunB/sBV8+XMHV/T8TIE2LiuarTQ3Io5mtT87+aFcn+pR1TP4wk8fFsUT9iUAZwmgnsUU6wZBMFCHOq/grxEHGEpUquoEIw509ehNZZySyXyrfnxWotiyMPDsAROAEmuABVcAMaoAkweATP4BW8aU/ai/aufcxac1o2sw/+SPv8ARLWl6A=</latexit>

[Ii, Ij>i, Ik>j ]
1:B



Video Foundation Models

Grauman et al. 2022

Majumdar et al. 2023



Video Foundation Models

Grauman et al. 2022

Majumdar et al. 2023



(A) (B)

(C)
(D)

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

DMFC

DMFC
Monkey M

Monkey P

Model

L
M

P

L
M
odel

P
!

LModel M
!

!

LP
M

!

L
M

Ball

"

LP Ball
"

LMod
el

Ball"

End-to-End

Image Foundation Models

Video Foundation Models

DMFC Predictivity

C-SWMSVG FitVid VGG16 ResNet-50 DeiT DINO DINOv2 CLIP VIP VC-1 R3M
End-to-End Latent Future Prediction

Pixel-wise

Image Foundation Models

Video Foundation Models

Object
-slot

Sm
al

l
 L

ar
ge

M
ed

iu
m

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

LS
TM

 D
yn

am
ic

s

64
x6

4
12

8x
12

8

64
x6

4
64

x6
4+

 R
an

dA
ug

m
en

t

R≈0.683, p << 0.001

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Neural Predictivity
(Pearson’s R)

End-to-End Latent Future Prediction

Inter-animal Consistency

C-SWMSVG FitVid VGG16ResNet-50 DeiT DINO DINOv2 CLIP VIP VC-1 R3M

Pixel-wise
Image Foundation Models

Video Foundation Models

64
x6

4
12

8x
12

8

64
x6

4
64

x6
4+

 R
an

dA
ug

m
en

t

Sm
al

l
 L

ar
ge

M
ed

iu
m

Object
-slot

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

LS
TM

 D
yn

am
ic

s

Oracles

Ba
ll 

Po
si

tio
n

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
Ba

ll 
Ve

lo
ci

tyN
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Encoder
Dynamics

Video Foundation Future Prediction Best Predict Neurons
Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Perfect simulation oracle Useful for embodied tasks
Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

(NeuroAI Turing Test)

Useful for image segmentation, 
classification, etc tasks



(A) (B)

(C)
(D)

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

DMFC

DMFC
Monkey M

Monkey P

Model

L
M

P

L
M
odel

P
!

LModel M
!

!

LP
M

!

L
M

Ball

"

LP Ball
"

LMod
el

Ball"

End-to-End

Image Foundation Models

Video Foundation Models

DMFC Predictivity

C-SWMSVG FitVid VGG16 ResNet-50 DeiT DINO DINOv2 CLIP VIP VC-1 R3M
End-to-End Latent Future Prediction

Pixel-wise

Image Foundation Models

Video Foundation Models

Object
-slot

Sm
al

l
 L

ar
ge

M
ed

iu
m

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

LS
TM

 D
yn

am
ic

s

64
x6

4
12

8x
12

8

64
x6

4
64

x6
4+

 R
an

dA
ug

m
en

t

R≈0.683, p << 0.001

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Neural Predictivity
(Pearson’s R)

End-to-End Latent Future Prediction

Inter-animal Consistency

C-SWMSVG FitVid VGG16ResNet-50 DeiT DINO DINOv2 CLIP VIP VC-1 R3M

Pixel-wise
Image Foundation Models

Video Foundation Models

64
x6

4
12

8x
12

8

64
x6

4
64

x6
4+

 R
an

dA
ug

m
en

t

Sm
al

l
 L

ar
ge

M
ed

iu
m

Object
-slot

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

N
o 

D
yn

am
ic

s
LS

TM
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

CT
RN

N
 D

yn
am

ic
s

LS
TM

 D
yn

am
ic

s

Oracles

Ba
ll 

Po
si

tio
n

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
Ba

ll 
Ve

lo
ci

tyN
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Encoder
Dynamics

Video Foundation Future Prediction Best Predict Neurons
Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Perfect simulation oracle Useful for embodied tasks
Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Pretraining Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-slotEncoder

(A)

(B)

Inputs

(NeuroAI Turing Test)
Pretraining on Ego4D is not enough on its own: 

Need explicit future prediction!

Useful for image segmentation, 
classification, etc tasks



(A) (B)

VC-1+CTRNN
VC-1+LSTM

Better Models

End-to-End

Image Foundation Models

Video Foundation Models

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Heldout OCP Accuracy

N
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Correlation to Average Human Response
(Pearson’s R)

(A) (B)

VC-1+CTRNN
VC-1+LSTM

Better Models

End-to-End

Image Foundation Models

Video Foundation Models

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Heldout OCP Accuracy

N
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Correlation to Average Human Response
(Pearson’s R)

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Dynamically-Equipped Video Foundation Models Can Match Both



(A) (B)

VC-1+CTRNN
VC-1+LSTM

Better Models

End-to-End

Image Foundation Models

Video Foundation Models

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Heldout OCP Accuracy

N
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Correlation to Average Human Response
(Pearson’s R)

(A) (B)

VC-1+CTRNN
VC-1+LSTM

Better Models

End-to-End

Image Foundation Models

Video Foundation Models

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Heldout OCP Accuracy

N
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Correlation to Average Human Response
(Pearson’s R)

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Dynamically-Equipped Video Foundation Models Can Match Both



(A) (B)

VC-1+CTRNN
VC-1+LSTM

Better Models

End-to-End

Image Foundation Models

Video Foundation Models

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Heldout OCP Accuracy

N
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Correlation to Average Human Response
(Pearson’s R)

(A) (B)

VC-1+CTRNN
VC-1+LSTM

Better Models

End-to-End

Image Foundation Models

Video Foundation Models

Ba
ll 

Po
si

tio
n 

+ 
Ve

lo
ci

ty
 P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Heldout OCP Accuracy

N
eu

ra
l P

re
di

ct
iv

ity
(P

ea
rs

on
’s 

R)

Correlation to Average Human Response
(Pearson’s R)

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Observed + Simulated

? ? ?
Time

?

2. Macaque Neurophysiology: Mental-Pong

A P

M

L

DMFC

Model Evaluations

ball    paddle  occluder

Time

Observed epoch
(1240±350 ms)

Occluded epoch
(895±270 ms)

Feedback

1. Human Behavior: Physion Object Contact Prediction (OCP)

Yes/No?

NO
acc. = 0.89

...

Observed Stimuli
Time

Unobserved Outcome

last frame
true label

cue stimulus

YES
acc. = 0.96

...

Ex
am

pl
e 

Sc
en

ar
io

s

Model Pretraining

Physion

Sensory-Cognitive Hypothesis Classes

End-to-End Future Prediction:

Latent Future Prediction:

Dominoes Support

LinkDrape

2. Dynamics Training Stage
1. Pretraining Stage

Pixel-wise

Ego4D, etc T+1

T+1

Ground Truth

Prediction

Foundation Model

T

Encoder Decoder Object-centricEncoder

(A)

(B)

Inputs

Dynamically-Equipped Video Foundation Models Can Match Both

Exposed to the largest variety of egocentric video sources & 
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But we have a ways to go to reach the NeuroAI Turing 
Test here!
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emerge in networks optimized 

for place cell integration!

More like ~2-3%!
Grid Cells

Border Cells



Low-level Controller

Positive Samples

Negative 
Samples

Perceptual Module
Self-Supervision Future Inference Module

Latent State

Object-centric
Dynamics Predictor

Planning Module

Value

Key

Cognitive Map

Sensory 
(Input) Stream

Action 
(Output) StreamEnvironment

V1

IT

V4

DMFC

EC

M1

Macaques
Cerebellum

V1
PM

AM

LM
AL

RL

HPC

mPFCM
1

Rodents

Ce
re

be
llu

m

V1 V4

Parietal Lobe

FrontalLobe

IT
HPC

Humans

M
1

Cerebellum

High-level Controller

 Motor ModuleHPC

Roadmap: Action
How does the brain represent, predict, plan, and enable action?

Recurrence + Contrastive SSL? Latent Future Prediction?



Intrinsic Goals & Animal Autonomy

Reece Keller Alyn Tornell Felix Pei Leo Kozachkov†Xaq Pitkow

To appear at NeurIPS 2025!



The behavioral repertoire is enormous…
Why is Animal Autonomy Hard?

Slides credit: Reece Keller



The behavioral repertoire is enormous…
Why is Animal Autonomy Hard?

Slides credit: Reece Keller



The behavioral repertoire is enormous…
Why is Animal Autonomy Hard?

• What is the motivation/goal?
• How is it computationally 

formalized? 
• What does “success” here 

even mean?

Slides credit: Reece Keller



The behavioral repertoire is enormous…
Why is Animal Autonomy Hard?

• What is the motivation/goal?
• How is it computationally 

formalized? 
• What does “success” here 

even mean?

Neuroscience has largely ignored 
autonomous, task-independent 
behavior. 
Intelligence is often attributed when 
goals are easily identifiable.

Slides credit: Reece Keller



The behavioral repertoire is enormous…
Why is Animal Autonomy Hard?

• What is the motivation/goal?
• How is it computationally 

formalized? 
• What does “success” here 

even mean?

Neuroscience has largely ignored 
autonomous, task-independent 
behavior. 
Intelligence is often attributed when 
goals are easily identifiable.

Slides credit: Reece Keller

Unlike games where RL has succeeded, the environment doesn’t have a dense 
reward function. It must be (somehow) internally generated by the organism!



virtual reality navigation

Mu et al., Cell (2019)



virtual reality navigation

Mu et al., Cell (2019)



virtual reality navigation

Mu et al., Cell (2019)



virtual reality navigation

1. Ecologically-relevant 
environment 

2. “Cognitive” states 
with clear behavioral 
readouts 

3. Large-scale multi-
area neural 
recordings

Mu et al., Cell (2019)
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Often leads to unethological behaviors! (or can be stuck on white noise)

θ ← (1 − γ)θ + γθ′￼
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Our approach: Incorporate priors

The zebrafish behavior depends 
on an ethological memory.  

memory = fixed or slowly adapting 
dynamics prior (a world model!)

This enables sensorimotor 
feedback error to be computed 
and tracked. 

Epistemic Curiosity isn’t Enough…

D

head-fixed

A B C

Training environment

What’s the issue?
• Rewards are non-stationary and 

saturate with experience.
Consequence: behavioral strategies are transient 

(e.g. -Progress)γ
• Rewards can perseverate on 

unpredictable/uncontrollable stimuli.
Consequence: unethological behavior (e.g. 
ICM)



Question: What intrinsic drive explains this behavior?



Question: What intrinsic drive explains this behavior?
Specifically, how should world-models be used to guide autonomous decisions in 
real-world situations (e.g. encountering unseen physics)?



Question: What intrinsic drive explains this behavior?
Specifically, how should world-models be used to guide autonomous decisions in 
real-world situations (e.g. encountering unseen physics)?

build the most convincing model 
possible. 

Our philosophy:

• stimulus/image computable

• realistic physics

• flexible parameterization



Zebrafish Simulation Environment

Question: What intrinsic drive explains this behavior?
Specifically, how should world-models be used to guide autonomous decisions in 
real-world situations (e.g. encountering unseen physics)?

build the most convincing model 
possible. 

Our philosophy:

• stimulus/image computable

• realistic physics

• flexible parameterization



Zebrafish Simulation Environment
D

head-fixed

A B C

Question: What intrinsic drive explains this behavior?
Specifically, how should world-models be used to guide autonomous decisions in 
real-world situations (e.g. encountering unseen physics)?

build the most convincing model 
possible. 

Our philosophy:

• stimulus/image computable

• realistic physics

• flexible parameterization



Zebrafish Simulation Environment
D

head-fixed

A B C

Question: What intrinsic drive explains this behavior?
Specifically, how should world-models be used to guide autonomous decisions in 
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Question: What intrinsic drive explains this behavior?
Specifically, how should world-models be used to guide autonomous decisions in 
real-world situations (e.g. encountering unseen physics)?

build the most convincing model 
possible. 

Our philosophy:

• stimulus/image computable

• realistic physics

• flexible parameterization

Sensing

• The zebrafish behavior is driven by optic flow and 
proprioception. A basic vision model and state 
information is sufficient.

• The embodiment must afford a faithful comparison with 
the animal behavior.

• Behavioral signal is low dimensional -> embodiment can 
be low dimensional

• Open-source embodiments that capture basic ethology 
already exist!

Actuation
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Question: What intrinsic drive explains this behavior?
Specifically, how should world-models be used to guide autonomous decisions in 
real-world situations (e.g. encountering unseen physics)?

Recall the planning section!
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Safety Implications: What Happens Once We Get There?
How does the brain represent, predict, plan, and enable action?

Recurrence + Contrastive SSL? Latent Future Prediction?

Temporal integration of World Model-Progress-based curiosity?

One can guarantee “corrigibility”, where 
under the optimal agent policy, humans 

retain control. Involves only a small set of 
modular & lexicographically organized goals 
(paralleling the modular agent architecture), 

circumventing the barrier above.

2. Core Safety Values for Provably Corrigible Agents Paper: https://arxiv.org/abs/2507.20964

Too many of these goals makes alignment intractable, 
even for computationally unbounded agents!

1. Intrinsic Barriers and Practical Pathways for Human-AI 
Alignment: An Agreement-Based Complexity Analysis Paper: https://arxiv.org/abs/2502.05934

Open: Can we scale corrigibility cost effectively?

https://arxiv.org/abs/2507.20964
https://arxiv.org/abs/2502.05934
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Paper: https://arxiv.org/abs/2505.186873. An AI Capability Threshold for Rent-Funded Universal Basic 
Income in an AI-Automated Economy

Potential Economic Implications of Alignment

Higher alignment costs (c) 
drive up UBI threshold

Open: Can we incorporate other values 
(besides control, which is “neutrally 

amoral”) that lead to longer term human 
well-being, especially if working for pay 

becomes no longer feasible in many cases?

https://arxiv.org/abs/2505.18687
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